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ABSTRACT

If the critical path determined completion time of the construction
project 158 constrained by the lack of resources, which are needed to carry out
some of the activities, then the analysis required for scheduling the
activities 1s much more Jinvolved. There are two major categories of
procedures for solving this problem. The first involves the use of some
heuristic rules in determining priorities among activities competing for
availlable resources. The second 1involves some form of mathematical
programming to produce the optimal schedule. Heuristic scheduling rules,
computer programmed t{o give good feasible schedules have been the basis for
all practical systems to date. In the same time. the optimal solution of the
problem has not been paid enough attention in the construction management
literature. The 1ncreasing availability of more powerful computer systems
should see more emphasis on the development of procedures to give the optimal

solution for large compiex projects which occur in censtruction practice, In
this paper a computer prouram 15 developed for implementing an 1mplicit
enumeration algorithm to give the optimal solution of he problem for
consiruction projects. The algorithm has been chosen to satisfy large
erojects and its efficiency has been established by specifying a lower bhound
on the langlh of the schedule and by sorting project activities and resonrces
1 a way such khat Lthe computation Lime 1s greatly reduced. Experience 1n

appilving the algorithm o an actual project 1s reported.
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1. INTRODUCTION

When determining the project compleilion time using CPM, one implicitly
assumes that the project is only constrained by the logical interrelationshipsz

depicted hy the network. If the resocurces remuirements for the wvarious
activities cannot be secured whenever required. then the activibiles may exceed
their total floal and this will delay the sntire project. The construction

manager's problem. therefore, becomes one of allocalting availabie resources to
the activities in the manner that will result in the least delay of the
project completion.

This prablem of resource constrained praject scheduling is solved hy two
distinctly different approaches. The Ffirst category includes heuristic
approaches which are usually used for the purpose of [inding a feasible
solution. Heuristic models are based on 5 process of decision making
according to a set of priority rules that are set based on activity
characteristics. Different models can be formulated by using different
coinbinations of priority rules. Studies have indicated that Lhe use of least
fioat as the first priority ruile usually leads to a good solution. Most
available software packages (such as Project Cost Model and Primavera Froject
Planner), which are man-machine interactive procedures, rely on heuristic
rules for the development of their resource scheduling systems.

The second category consists of procedures designed to produce the
optimal solution. Early attempts of Lhis class formulated the problem as an
inteyer programming problem. The various formulations differ in the number of
varjables and constraints needed to define the mathematical preogramme for 3
given project. Because of the inability of computer codes to efficlently
store and solve large networks, early aktempts were unsuccessful. Specialized
algorithms for solving this problem were then developed.

There are three superior specilalized optimization approaches for solving

the resource scheduling problem. These are the bounded enumeration of
activity completion timeg given by Davis and Heldorn (1], the branch and bound
solution approach introduced Dby Stinson et al {2}, and the implicit

enumeration of activity completion times developed by Talbot and Patterson
[2]. A study of these exact appreaches was made by Patterson (4] who declared
that the branch and bound procedure produces solution in the wminimum amount of
computation time whereas the implicit enumeration procedure requires far less
computer storage than do the other approaches. However, computer programs f[or
implementing these techniques were not provided. On the other hand. the
technigues were not tested with large construction networks.

In this paper, the implicit enumsration procedure is adopted as the
efficient use of computer storage permits solution of large construction
projects, A computer program for implementing this algorithm is developed.
Both the imposed start and finish dates and the overlaps of the activilies are
taken inbte consideration. It is assumed that an activity cannot be interrupted
once begun and resources are demanded by an activity in constant amounts
throughout the duration of the activity. 7 significant decrease in the amount
of computation time reguired Lo solve the problem has been achieved by
specifying a lower bound on the length of the schedule, by sorting project
activities according to their CPM late start Liming and by sorting project
resources according to their usage rvelative to  Lheir avaiilability. The
programmed algorithm is Lhen used to schedule the activities of & real-lifle
constyuction preoject and the computation resuits are given.
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2. DESCRIPTION OF THE IMPLICIT ENUMERATION ALGORITHM

In thiz section the mplicit enumeration algorithm for resource
scheduling 15 described. The algorithm is divided into two parts. The first
part deals with the setup for the computation and the second part deals with
the actual procedure.

Setup

Activities in Fhe project must be numbersd <{hence, considered for
scheduling) such that if activity i i1s a predecessor to activity I, then 1.
The project horizon PH is set equal to the summstion of the durati-n of all
activities. Project completion Cime Tn (where n i3 the last activity in the

project) i1s imitially set equal te PH. The late finish times LF of the
activities are determined by a CPM analysis. The upper bounds on the
activities finish times U are initially set as (1) and they will be updated as
improved solutions are obtained.

U, =LF

3 5 + (PH~LFn), j=1,2,....n (1}

Procedure

The algorithm begins with an attempt to find the earliest feasibie
assignments for activities 1,2,3 and so on. in order. Whern activity n  has
been assigned a finish time SFn a shorter duration schedule has been found.

It is R = ‘n = (SFn - 1) periods shorter than the existing hest solution Tn

The improved solution is stored and the upper bounds U are reduced by R units.
Then the assignment procedure begins again with activity L.

If an activity cannot he assigned a resource and precedence feasibie
completion time below the calculated upper bound for the activity, then the
procedure backtracks to the next lower activity number. (f the lower numbered
activity can be assigned a finish time in a period which would not lengthen
the duration of the existing schedule, an attenmnpt is again made to determine a
feasible completian period for the original activity for which a resource
feasible finish period could not be determined. [f a more attractive
completion time for the next lower numbered activity cannot he found, Chen
backlracking proceeds to the second lower numbered activity in the network;
atc. Optimality is assured within this algorithm when the attempt is made to
backtrack past the first activity in the network

3. REDUCING THE ALGORITHM COMPUTATIONAI, TIME

The general approach to the problem is to start with an heuristic
solution and to improve upon it systematically until the coptimum is found. If
the initi1al heuristic solution greatly exceeds the optimal solution (due to PH
being sel equal to the sum of the activity duration}), then a fair amount of
time may be expended in generating improved but nonoptimal solutions. On the
other hand, the procedure conzists of a systematic evaluation of all possible
activity finmish times for each activity in the project in order Lo wverify
optimality. Thig step of the algorithm also consumes a considerable amount of
computat jonal time. However, the following improvements are introduced in
order to reduce the algorithm compulational Lime: (1) specifving a !ower hound
on the length of the schedule (2) sorting eproject activities according to
their late gstart timing LS and {3) sorling project resources according to
their requirements and availabilities. Details of these accelerators are
given nexkt.
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Specifying a Lower Bound on the Length of the Schedule

The optimum solution of the resource scheduling problem 1s achieved when
an attempt 1s made to backtrack below activity 1. i.e. when all possible
activity assignments have been evaluated. However, another criterion to
achieve optimality is to find a solution which equals a proven lower bound on
the length of the schedule. When ap improved solution with a reduced project
completion time SFn is found, 1t replaces the exisling solution. If SF“

equals a lower bound on the solution, then 5F contains the optimal schedule.
Using this lower bound c¢riterion will reduce computational time in many cases.

The lower bound »n the length of a resource constrained schedule, as
given by Willis [5). is the maximum of the time-based or the rescurce-baged
bounds. The [ormer is the critical path length of a project; CP, which is
equal to the technological earliest completion time. The latter is given by

" 7 T
the maximum resource total usage for & particular resource k { & rjk dj)

=1

divided by quantity of that resource available on a per period basis: RAQk

The symbols dj and r. stand for duration of activity j and usage of resource

ik
k by activity ) regpectively. Of course, the latter estimate (which must be

carried out for all key resources K} gives the egquivalent resource Lime
periods required to complete a project. The lower bound 1=, therefore., the
smallest integer which 13 greater CLhan or equal to the value of LB given hy
Eq. 2. Obviously, a schedule of length less than this lower bound is not
feasible.

1 - n
LB = max CP, —_— z . .
{ max B3, -1 Tix 95 1} (2}
Sorting Project Activities
The selection of the activity numbering rule is quite important. It
determines the order in which activities are considered for scheduling, which
in turn significantly affects the efficiency of the algorithm. The chosen

rule, however, should give a helter heuristic solution to the problem than do
any other rule,.

Talbot [6] studied 100 ten-activity problems to evaluate ejght different

heuristic rules used as activity-numbering rules. In order to reduce
computational time, it is recommended to use the rule which results in
maximum percentage of prohlems for which the heuristic solution equals the
optimum solulion and on which the rule 1s faslest to the optimum. These

conditicons can be satisfied by using the minimum LS rule.
Accorvdingly, the minimum LS eriority rule will be used Ly the present

research to specify the order in which the activities will be considered for
acheduling. Ties will be broken by lowest activity number

Sorting Project Resources

The ohjective of sorting project resources 1is to identify resource
infeasibility as early az pogsible, This can evidently reduce computational
time when the number of resources axceeds wo as is the case with construction
projects,
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Talho! (6] suggested that praject resources are sorted such thal the
resources having the maximum frequency of highest per-period requirement
relative to average resource availability has the smallest numerical label.
Specafically, an index (3) 1s calculated for each resource:

lndexk = dj for the k which maximizes
0,

Qtherwise, lnde:(k

where ¢ is the ratio of rjk

ecritical path determined total float period. These indices are summed over
all activities, then Lhe resources are sorted in decreasing order of summed
indices.

Lo average RAQk calculated over Lthe activity

4. MODIFYING THE ALGORITHM TO SATISFY ACTIVITIES IMPOSED DATES

The implicit enumeration algorithm, as developed by Talbot and [atterson
[3). assumes no imposed dales on the timings of the project activities. In
many construction projects, certaln activities must be sftarted and/or
completed by specified dates, for example, construction of an earth dam
embankment which must be performed in a dry season. The alagorithm must,
therefore, be medified to suil such cases.

In case of an activity 1 imposed start date ASTI the earliest start of

the activity will be the latter of the earliest start calculated according to
the network logic and the eariiest start as sgpecified. This counstraint will
simply be satisfied while calculating the activity current start time CSi'
Thus:

CSi = max { AaTi . max (( CFI- OUli) I 1 € Pj 1 {4}
where CF] ig the current finish time of activity 1, Ouii is the overlap
(finish to start relationship) between activities 1 and | and P, is the set of

immediate predecessors of activity 1 (it is assumed that for the first

activity in the project P, = null).

1

The more complex case 1s the imposed finish date AFT. The latest finish
of the activity will be the earlier of the calculated latest finish and the
latest finish as specified. I[f the imposed latest finish is earlier than the
garliest finish as calculated. the latest finish is ignored and the finish
date is assumed *to he +the earliest finish date. To accommodate this
situation, the upper bound on the activity finish time U is set sgqual to the
activity latest finish time and it will not be updated as improved solutions
are obtained. If the activity cannot be assigned a resource and precedence
feasible completion time less than or equal to this upper bound. then
backtracking occurs. The algorithm will try to reassion previous activities
to satisfy this constraint. Fallure to do this will mean that the imposad
finish date of the activity cannot be satisfied with the specified level of
resources,

However, it is better to delay the consideration of an activity imposed
finish time until an improved solution 1s obtained { this is because PH is set
equal to the summation of the acltivity durations which means that the initial
values of U are very large.) Of course, this good solution will greatly
reduce the U walues which in turn will sawve computational Gtime once
backbracking gccurs.
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5. DESCRIPTION OF THE COMPUTER PROGRAM FOR IMPLEMENTING
THE MODIFIED ALGORITHM

In this section of the paper. description of the compuler programs
developed for implementing the modified implicit enumeration algorithm is
introduced. Two programs were developed to provide the required information:
program Pl for analysis of construction networks and program P2 for analysis
of construction resources, The first will provide activities crilical path
determined LS5 and LF timings. The second 15 used to establish 4 lower bound
on the length of the schedule according Lo Eq. 2, Lo sort project activities
according to thelr CPM late start timing and to sort key resources according
to Eq. 3. Programs Pl and P2 are written in FORTRAN and are described in
Appendix I and [l respectively.

Another subprogram was written to implement the scheduling procedure
described in section 2 together with the modifications menticned in sectiaon 4.
Details of this subprogram are a9iven 1n Fig. ! which is a flow diagram for
the modified enumeration algorithm Resource vrestrictions are mainfained
through the use of Lwo arrays: a resource total demand matrix TD and a
resource availability matrix RAQ. While TD is calculated every time an
activity is considered for assignment, RAQ is calculated once al the start of
the calculations. To assign activity 1 a precedence and resource feasible

timings such that CSi equals kl and CFj equalis k2 . 1D 15 calculated for

resources kK = 1.2,..., K through the periocd t = kl""’kZ' Resource usage
er for those activities which have been considered for schedulina (those with
Lj = 1) and are alive during this period are then swmmed up. ©F course, the

0. k=1,...,k, t =Kk .. .k

asgignment is feasible i{ (RAQ - TI} 1 ko

kt‘>

The new subprogram is now linked Lo program P2 and thus the latter
becomes a resource analysis / resource scheduling program. The computer RAM
requirements (or program P2, to handle L00 activities, 15 key resources and
260 time periods is 0.123 MB.

G. PRACTICAL APPLICATION

Test problems found in resource scheduling literature contain at most 27
activities and 3 different resource types. Of course, heavy construction
projects contain more activilies and use more resources. The modified
algorithm ig used now to schedule the activities of an earth dam project which
was studied by Theompson [7]. .

The project consists of BO activities and uses 10 key resources. Table 1
gives a list of the project activities. activities predecessors and overlaps
and resources usage by the activities. The production levels of the Kkey
resources, gaiven in Table 2, are assumed fto be constant over contract
duration. The project start date is 5. 7.76. The activities imposed start
and finish dates (due to the physical constraints of the construction of the
earth dam) are given in Table 3.

The project was scheduled by program P2 using an IBM AT 386 computer.
The scheduled completion date equals the early start completion date. This
means that optimality of the schedule was verified wusing the lower bound
criterion given by Eq. 2. However. about one-half minute of CPU time was
required to schedule this projeci. The resulting schedule is given in Table 4
where all imposed datas have been satisfied. A sample of the rescurce usase
and production reports 1s shown in Fig. 2.

e
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U, = LF, + (PH - LF ). J = Lo..... n
| o) kg=0 "

Calculate CSi according to Egq. 4
CFj - CSi + cli ( )

<1 - CSI
Get TDkt

| 85, = C5,, SF; - CFi, i=1....n
R-PH- (F - 1)

U, =y, RT3 =1,...,
j UJ R. J i, n

Adjust U wvalues to suite AFT values

Figure 1.

FPH = éFn = lHKQ.L- 0‘

Flow Diagram of t{he Modified Enumeratlion Algorithm
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i
m= i -1

Cptimum Soln,
m = Y85 Print 85, SF

C8. = C5 + 1
i m
CFE = CF +1
o n

L =D Yes
CFm > Um

Figure-1. {Continued) Flow Diagram of the Modified Enumeration Algorithm

7o test the effect of backtracking on the solution time, the production
level of "Drilling & Groubting Plant” had been reduced by one unif and the
program was rerun. This case consumed about 12 minules of CPY time Lo —verify
that there 15 no feasible schedule with this leval of production. In fact,
with an AT 486 computer, this solution time will evidently be reduced.
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Table 1. Data of Lhe Exampis Projact.
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Table 2 Resources Production levels of Lthe Exampie.Project

Resource Production Level
Compressed Air 3450 cfm
Bulldozers 5 Ho.
Dump Trucks 10 No.
Drilling & Grouting Plant 10 No.
Excavators & Loaders 5 No.
Dumpers g8 Na.
Tunnel Plant 2 No.
Concrete Pumps 4 No.
Rock Driiis 15 No.
Graders 2 Mo,

Table 3 Actlvities Imposed Start and Finish Dates

Nao. Activity AST AFT

208  Excavate Forebay 27.12.76 6. 2.77
38 River Diversion 2.1.78 2. 1.78
340 Copstruct Embankment 1 11. 9.78 12.11.78
350 Construct Embankment 2 g. 1.79 A, 4.79
360 Construct Embankment 3 3. 9.79 4.11.79
370 Construct Embankment 4 31.12.79 30. 3.80

7. SUMMARY AND CONCLUSION

A step has been taken ta implement optimal solution approaches for
solving the resource scheduling problem in construction. The implicit
enunmeration procedure has bLeen modified Lo suwit the requirements nf
construction projects. Three improvements have been used to reduce the
dalgorithm computational Ltime. A computer program has been developed to carry
the modified algorithm into effect.

Application to a real-life construction project has been demonslrated,
The algorithm guarantees the optimal schedule and its computer RAM requirement
15 very reasonable. The solution time using today's powerful compubers makes
this aldorithm a promising approach to construction management.
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Table 4. Oplimum Schedule of tha Example Praject.
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Appendix I - Description of Program P31
The network analvsis program; named Pl, establishes a complete activity

scheduls. In order to perform this function, it <calls the following ten
subroutines:
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1.SUBRQUTINE ADATA which reads 1n activity data through four read statements.
In the project line., the user provides projeck title, project start day,
month and vear, nunber of activities and method of specifying overlaps
betwean the activities. In the activity lines, the user gives activities

number, title, duration and mposed start apd finish dates. In the
precedence logic lines, Lhe user supplies activity number and its preceding
activities with overlaps in between. At the epnd, the user specifies

information required to control volume of printing.

2.5UBROUTINE PDATE which formulates fthe project <alendar that can be usged Yo
aet calendar date scheduling.

3.5UBROUTINE LOGIC which checks network logic. It detects nebwork logical
arrors such as existence of more than one start or finish activity. it
also checks overlap values which must not be greater fhan a preceding
activity duration.

4, 3YBROUTINE ASTEP which assigns a sequence step to each activity in  Lhe
project. The sequence step is the earliest logical position 1n the network
that an activity can occupy wWwhile maintalning its proper depenviencies.
This information is helpful in network drawing and it 135 used ' guarantee
that the set of activities are not in a loop.

5.5UBROUTINE FPASS which determines activities early start and early finish
Limes through forward pass of network calculations.

6 .SUBROUTINE BPASS which determines activities late f€inish =and late start

© times through backward pass of network calgulations.

7.3UBROUTINE SLACK which calculates activities total, free and back floats.

8,SUBROUTINE SORT is used to sort activities according to their activity
numbers.

9.5UBROUTINE AQUT which prints project calendar, activities successors and
activities sequence step {(if required.)

10.SUBROUTINE HRES which prints a report containing information about
activities timings with or without calendar dates., activities floats and
project completion date,

Note: The program will c¢reate a file containing all necessary information
about project activities that wil! be required by a resource analysis
program,

Appendix ITI - Dezcription of Program P2

The resource analysis program; named P2, forecasts period by period
resource usage. In order to perform this function., it reads the data file
containing necessary information about project activities (which was created
by program Pl) and then calls the following subroulines:

1.5UBRQUTINE RDATA which reads in resource data through five read statements:
In the start line, the user provides ftotal number of resources and an index
that determines timing for resource analysis {early start. late start, or
schedule start.) In the resource lines, Lhe user supplies resource number,
resource title and resource type ( Key or secondary resource.) In the
regource usage lines, the user gives activity number, reference numbers of
the resources used by the activity and number of units of the resources
used by the activity. In the resource information lines, the user
spacifies the resource reference npumber, number of times of resource
production change and the corresponding production levels. At the end the
uger chooses resources to be included in the cutput report which will be in
the form of tahles or histograms.

2.5UBROUTINE RANL which foreacasts total demand and usage nf the resources and

Lheir start and finish Limes according to the spec)fired timing.

CGUBROUTINE ROUT which prints out resource production and usage reports in

the specified form.




